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Abstract

The original California Verbal Learning Test (CVLT) employed a semantic clustering index that used the words
recalled during a given trial as the baseline for calculating expected values of chance clustering (recall-based
expectancy). Although commonly used in cognitive psychology, clustering indices that use recall-based calculations
of expectancy are implied by the assumption that organizational processes do not occur until after words are
retrieved from memory. This assumption contradicts the generally held assumptions among neuropsychologists
that (1) organization is an antecedent to recall, and (2) increases in the use of organizational strategies will result
in better recall performance. After reviewing a brief history of clustering metrics, we used Monte Carlo simulations,
informative examples, and patient data to examine clustering indices that use the word list as a baseline for
calculating expectancy and propose these list-based expectancy measures as a refinement of the clustering indices
used on the original CVLT. These indices are used on the recently published CVLT–II. (JINS, 2002, 8, 425– 435.)
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INTRODUCTION

The California Verbal Learning Test (CVLT; Delis et al.,
1987) incorporated principles from cognitive psychology
to provide multiple indices of an individual’s ability to learn
and remember verbal material. The CVLT is a process-
oriented memory task that, in addition to assessing many
aspects of learning and memory, also evaluates encoding
strategies that may have been used by subjects. The original
CVLT identified two measures of learning strategies: se-
mantic clustering and serial clustering.

Recently, we have identified a controversy involving the
semantic clustering formula that traditionally has been used
in cognitive research and in the original CVLT. Before go-
ing into the details of the issue, we will start with a simple

demonstration of how the original CVLT’s semantic clus-
tering index would score two different recall patterns.

The CVLT’s target list consists of 16 words, with four
words from each of four categories. The most obvious be-
havioral evidence of the use of an organizational strategy is
the extent to which organization is demonstrated in the re-
call pattern. In the case of semantic clustering, the use of
categories to assist in recall could be measured by the ex-
tent to which an individual consecutively recalls words from
the same category. If a category cluster is defined as a pair
of consecutively recalled words from the same category,
the more clusters of words from the same category ob-
served in the subject’s recall order, the more likely it is that
a subject is using semantic information to assist in recall.
Consider the following two recall patterns: (1) “grapes, apri-
cots, pliers, wrench,” (2) “tangerines, plums, grapes, apri-
cots.” Intuitively, it might seem that Example 2 would receive
a higher clustering score than Example 1 because three se-
mantic clusters are present in Example 2, whereas only two
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clusters are present in Example 1. However, the original
CVLT’s semantic clustering score for Example 1 would be
twice as large as Example 2.

In order to explain why the original CVLT’s semantic
clustering index behaves the way it does, and to provide a
rationale for the use of the semantic and serial clustering
indices that are incorporated into the CVLT–II, we first
briefly review the historical and conceptual background of
the semantic clustering index used by the CVLT. We then
discuss the theoretical assumptions underlying the method
of calculating semantic clustering that was adopted by the
original CVLT and other neuropsychological studies of cat-
egory clustering. We next describe the methods used to cal-
culate the original CVLT clustering indices and alternative
indices, including those used by the CVLT–II. Finally, using
Monte Carlo simulations, informative examples and patient
data, we compare the original CVLT’s semantic and serial
clustering with the new clustering indices in the CVLT–II.

A Brief History of the Role of
Organization in Verbal Learning

Since the earliest writings on verbal learning theory and
research, theorists have argued that greater organization of
the material to be learned should be associated with in-
creased recall performance (James, 1890; Hilgard, 1948;
Mandler, 1967). Miller’s (1956) classic theory of limited
capacity in short-term information storage (the famous 76
2 items) prompted psychologists to theorize that the orga-
nization of material during the learning process might com-
pensate for such memory limitations (see Mandler, 1967,
for a review).

Verbal learning theorists have proposed several types of
organizational strategies, and numerous ways to measure
each type. Tulving (1968) identified two broad categories
of organization: primary and secondary organization. Pri-
mary organization is based solely on an individual’s expe-
rience with the word list as it is presented. Serial-position

effects, such as primacy and recency, are examples of pri-
mary organization. In contrast, secondary organization re-
fers to organization based upon an individual’s previous
experience with the presented words. Secondary organiza-
tion can occur by utilizing common associations between
the words used on a list (e.g., associating words from a
categorized list by category) or by grouping words together
in a seemingly arbitrary manner that is presumably mean-
ingful to the individual (e.g., subjective organization).

The superiority of secondary organization over primary
organization as a learning strategy, in particular the use of
categories to remember a word list, has often been demon-
strated (Craik, 1981; Mandler, 1967). Given the evidence,
Tulving (1968) suggested that primary organization is the
result of short-term processes, and is not reflective of learn-
ing. Secondary organization, on the other hand, may be
more related to learning. The experimental findings regard-
ing the role of organizational strategies are of interest to
clinical neuropsychologists who study memory dysfunc-
tion. Memory deficits observed in clinical populations may
be due to deficits in secondary organization and0or to the
overreliance upon primary organization.

Overview of Clustering Indices:
Observed and Expected Values

Several researchers developed formulas to compute the
amount of organization that has occurred based upon the
content of a subject’s recall. The method by which ob-
served clustering has been scored is relatively uncontrover-
sial. For most investigators, an observed category cluster
occurs anytime that two words in adjacent recall positions
are members of the same category.1

As a subject recalls more words, it becomes increasingly
likely that clusters of the same category will appear together

1Although one critic has argued that the effective use of an organiza-
tional strategy does not necessarily imply adjacency in recall (Buschke,
1975).

Table 1. Comparing the original CVLT Semantic Clustering Index with LBCsem and ARC

Example Category recall order
Words

recalled
Observed
clusters

Original CVLT
semantic ratio LBCsem ARC

1 a, a, b, b 4 2 2.00 1.40 1.00
2 a, a, a, a 4 3 1.00 2.40 Undefined
3 a, a, a, a, b, b, b, b 8 6 2.00 4.62 1.00
4 a, a, b, b, c, c, d, d 8 4 4.00 2.62 1.00
5 a, a, a, a, b, b, b, b, c, c, c, c 12 9 3.00 6.80 1.00
6 a, a, a, b, b, b, c, c, c, d, d, d 12 8 4.00 5.80 1.00
7 a, a, b, b, c, d, c, d 8 2 2.00 0.62 0.33
8 a, a, a, a, c, d, c, d 8 3 1.50 1.62 0.33
9 a, a, b, b, a, b, a, b 8 2 0.67 0.62 0.11

10 a, a, a, b, b, b, c, c, c, d, d, d, a, b, c, d 16 8 2.67 4.99 0.55

Note. Each letter (a–d) represents a word belonging to one of the four categories on List A of the CVLT.
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during recall simply by chance. As a consequence, even if
the subject were not using an organizational strategy, the
amount of observed clustering would increase as recall in-
creases. To control for observed clusters that may occur by
chance, clustering indices adjust the amount of observed
clustering by a value that would be expected if the subject
recalled words without organizing them. In contrast to the
calculation of observed clustering, there has been contro-
versy regarding how chance-expected values should be cal-
culated (see, e.g., Colle, 1972; Shuell, 1969; Pellegrino &
Hubert, 1982).

One important issue in determining how chance-expected
clustering values should be calculated involves the choice
of which baseline set of words should be used to calculate
expected values. Generally, one of two baselines have been
chosen: (1) the words that have been recalled by the subject
(recall-based expectancy); or (2) the entire study list (list-
based expectancy). The authors of the CVLT adopted a se-
mantic clustering index described by Shuell (1969), who in
turn used Bousfield’s (1953) recall-based expectancy for-
mula. Although Bousfield and his colleagues initially used
list-based expectancy for clustering measures that required
a calculation of expectancy (the IR measures; see Bousfield
& Cohen, 1952; Bousfield, 1953; Bousfield & Cohen, 1955;
Bousfield et al., 1964), Bousfield and Puff (1964) later dis-
missed these methods and introduced a measure (ITR) based
on the following two related assumptions. First, when an
individual undertakes recall of a list, a certain number of
items from the list are not available to that individual and
therefore have no effect on the degree of clustering. Sec-
ond, at any stage of recall, all the words available to be
recalled are equally available and are chosen without re-
placement. Note that some words might have been encoded
and retained, yet not retrieved. These two assumptions are
also embedded in the original CVLT’s semantic clustering
index.

When the ITR measure was first introduced, Bousfield
and his colleagues (Bousfield et al., 1964; Bousfield & Bous-
field, 1966) justified the first assumption by referring to
Underwood and Schulz’s (1960) theory of meaningfulness
in verbal learning. In this theory, the frequency of exposure
to a word is considered to be the “fundamental antecedent”
to subsidiary processes—such as semantic and serial clus-
tering. Consequently, the extent to which a person is able to
recall a group of words is dependent upon frequency of
exposure.

After 1966, many researchers adopted the assumption
that, for semantic clustering in particular, organization of
recall occurred after words were retrieved, and that any
calculations of chance-expectancy scores should use as a
baseline the words recalled by an individual rather than the
list to be learned. As other determinants of recall besides
meaningfulness became identified, Underwood and Schulz’s
(1960) theory became less tenable and was no longer used
to support the recall-based expectancy assumptions. As
Underwood and Schulz’s (1960) theory became less often
cited, the justification of recall-based expectancy correc-

tions splintered into a variety of rationales. For example,
Shuell (1969) argued that list-based expectancy methods
of calculating chance clustering unreasonably assumed that
all words presented to the subject are equally available for
recall. Since all of the words presented to the subject were
not available to the subject, as demonstrated by the widely-
observed serial position effect, Shuell (1969) opted for the
more limited assumption that category clustering occurred
only for those items that were retrieved during recall. Pel-
legrino and Hubert (1982) also defended recall-based ex-
pectancy by stating that if we were to use the word list as
the baseline, it would reflect two sources of information:
that of content (which words were recalled) and that of
structure (how the words were organized). According to
Pellegrino and Hubert (1982), using the words that were
recalled by the subject as the baseline would allow us to
measure structure separately from content.

Although different explanations are provided, both
Shuell’s (1969) and Pellegrino and Hubert’s (1982) ratio-
nales, like the theory stated by Underwood and Shultz (1960),
is most clearly reconciled with a theory of learning where
organizational processes do not affect which items are re-
called. However, in many cognitive and neuropsychologi-
cal studies, investigators have drawn conclusions about the
organizational strategies used during encoding or retrieval
from clustering indices using recall-based expectancy to
correct for chance clustering (Crosson et al., 1989; Mass-
man et al., 1990; Van Spaendonck et al., 1996). Like many
psychologists influenced by cognitive researchers (e.g.
Mandler, 1967), the authors of the CVLT proposed that the
“semantic clustering strategy typically results in the most
effective encoding into long-term memory” (Delis et al.,
1987, p. 17; italics added). As we will show below using
individual cases, the recall based expectancy measure that
is used in the CVLT’s semantic clustering index produces
scores that are inconsistent with the idea that the joint
relationship between organization and recall is being
measured.

CLUSTERING INDICES OF
THE ORIGINAL CVLT

The CVLT begins with the presentation of a 16 word “shop-
ping list.” This list consists of words containing four words
each from four semantic categories. The words are orga-
nized in the list such that no two words from the same
category are in adjacent positions. Subjects are asked to
recall as many words from the shopping list as they can
after the list is presented. The first phase of the CVLT con-
sists of five presentations of the word list; each followed by
immediate recall. The word list is presented in the same
order for all five learning trials. The type of encoding strat-
egy used by the subjects to learn the word list is inferred by
examining the order in which subjects recall words on each
of the five trials. Semantic and serial clustering scores are
calculated for each recall and then averaged across all five
trials.
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The CVLT’s Semantic Clustering Index

Like most clustering measures, the CVLT’s semantic clus-
tering index can be broken into two components: the ob-
served and expected values. Because a category cluster
occurs anytime that two words in adjacent recall positions
are members of the same category, the maximum number
of observed clusters on the CVLT is 12. The second com-
ponent of the CVLT’s semantic clustering index is the num-
ber of category clusters expected by random recall. The
expected semantic clustering score for each trial described
in original CVLT manual (Delis et al. 1987) is equivalent to
Bousfield and Bousfield’s (1966) formula:

Expected semantic clustering for each trial

5 (
i51

4 @ni~ni21!#

r
(1)

where i 5 category type, ni5 the number of correct words
recalled from category i on a given trial, and r 5 the total
number of words recalled on a given trial, including intru-
sions and repetitions. The maximum value of the expected
semantic clustering index is 3, which occurs when all
16 words are recalled (such that ni 5 4 for i 5 1 to 4, and
N5 16).

Although the Bousfields subtracted the expected score
from the observed clustering score, Shuell (1969) observed
that Bousfields’ difference score did not correct for differ-
ences in the maximum amount of clustering when dispari-
ties in the number of words recalled occurred across
conditions or groups to be compared. To adjust for differ-
ences in maximum recall, Shuell (1969) recommended that
observed semantic clustering be divided by the expected
score to yield a ratio. The authors of the original CVLT
have adopted the Bousfields’ formula, but they followed
Shuell’s (1969) advice and divided the observed clusters by
the expected, rather than subtracting. This ratio is then in-
terpreted as a multiple of the degree to which observed
clustering was expected to occur by chance. For example, if
an examinee’s semantic clustering ratio was 2.5, then the
examinee would have used clustering 2.5 times that ex-
pected by chance. The maximum value of the semantic clus-
tering index is 4.

The CVLT’s Serial Clustering Index

The serial clustering index of the original CVLT resembles
the semantic clustering index in that both are ratios of ob-
served over expected values. The observed serial clustering
score is calculated in much the same way as the observed
semantic clustering score: each time two words are recalled
in the same sequence in which they are presented on the
list, the observed score increases by 1.

However, the expected serial clustering score is not anal-
ogous to the expected semantic clustering score. The ex-
pected serial clustering score is calculated by using a power
function generated from a Monte Carlo study which exam-

ined recall lists of varying length (unpublished data by Frid-
lund & Delis, 1983; cited in Delis et al., 1987). The expected
clustering score is calculated using the following formula
(from Delis et al., 1987):

Expected serial clustering for trial i

5 ~0.1353 #Ci
0.62)2 0.135 (2)

where #Ci 5 number of correct words recalled on trial i.
Expected serial clustering values range from zero (when
#Ci is 1) to 0.618 (when #Ci is 16). The serial clustering
ratio ranges from a minimum of zero (16 words recalled
with zero observed clusters) to a maximum of 24.266 (16
words recalled with 15 observed clusters).

ALTERNATIVE CLUSTERING INDICES

Adjusted Ratio of Clustering

Shuell (1969) proposed forming a ratio of observed to ex-
pected clustering to correct for differences in maximum
clustering associated with different recall totals. However,
as will be shown below, this ratio does not adequately cor-
rect for different recall maxima. Another clustering mea-
sure based upon recall-based expectancy, the adjusted ratio
of clustering (ARC: Roenker et al., 1971), does adjust for
varying maximum clustering values. The formula for ARC
is as follows:

ARC 5
OBS2 EXP

MAX2 EXP
(3)

where EXP is calculated in the same manner as it is for the
CVLT’s semantic clustering ratio (see Equation 1), and MAX
is calculated by subtracting the number of different catego-
ries that were recalled from the total number of words re-
called.2 Note that, like its expected value, ARC’s MAX is
calculated using the subject’s recall, not the word list. Thus,
like Bousfield’s (1953) formula, ARC’s MAX and its cal-
culation of chance-expectancy are recall-based.

2The calculation of expected values for ARC is often represented as a
more compact formulation of Equation 1:

ARC EXP 5 ( ni
2

N
21 (7)

To show how these two equations are equivalent, Equation 1 can be
expanded to:

( ni
2

N
2
( ni

N
(8)

In the later half of Equation 8, the sum of the number of all instances
of each category ~( ni ) will always equal the total number of words re-
called ~N !, so the division of the two will always equal 1. Thus, Equa-
tion 7 is equal to Equation 8, and Equation 7 is equal to Equation 1.
However, if intrusions and repetitions are included in the calculation of N,
then Equation 1 and Equation 7 will not be equivalent when any intrusions
or repetitions are present.
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ARC has a maximum of 1.0. Although negative values
may be obtained with ARC, it is difficult to interpret the
meaning of these values given that ARC attempts to pro-
vide a percentage of organization score (e.g., given a recall
of 5, what would it mean if 210% of that recall was
organized?).

List-Based Semantic Clustering Index

Instead of using recall-based expectancy to control for vari-
ations in chance recall due to different levels of recall, an
alternative approach would be to use list-based expectancy.
Frender and Doubilet (1974) developed the following list-
based expectancy formula to correct for chance recall:

EXPsem for a given trial 5
[~r21!~m21!#

NL21
(4)

where r 5 the number of correct words recalled on that
trial, m is the number of members of each semantic cat-
egory on the original list (category size is assumed to be
equal across categories), and NL5 the total number of words
on the original list. When applied to the original CVLT, or
the CVLT–II, both of which have 16 words per list with
four categories represented ~NL5 16, m5 4), the formula
simplifies to

EXPsem 5 [~r21!/5# (5)

Frender and Doubilet (1974) did not specify their rationale
for this equation. However, we independently developed
this formula as well as its mathematical proof (see Appen-
dix A). Like the recall-based expectancy formula, the max-
imum list-based expectancy value is 3 for the CVLT.
However, unlike the recall-based expectancy formula, the
expectancy value is based on the categories represented on
the original list, not the words recalled. Also, unlike the
CVLT’s semantic clustering index, intrusions and repeti-
tions are not included in the calculation of expectancy.

The clustering index, which we will refer to as the List-
Based Clustering Index (LBC), is calculated by subtracting
EXPsem (equation 5) from the number of observed clusters
for each trial:

LBCsem 5 OBSsem2 EXPsem (6)

We have chosen to use an equation consisting of the differ-
ence between the observed and expected values as opposed
to a ratio so that negative values of the index would con-
tinue to be meaningful. LBC can be interpreted as how
many observed clusters have occurred in an individual’s
recall beyond what would be expected if the individual ran-
domly recalled words from the list to be learned. For the
CVLT, LBC has a maximum of 9 (when all 16 words are
recalled and organized by category) and a minimum of23.
Large negative LBC values indicate that other forms of

organization besides semantic clustering are likely to be
occurring. For example, an individual who recalled all 16
CVLT words in their original presentation order would ob-
tain the most negative LBC score possible.

List Based Serial Clustering Index

Using list-based expectancy, an expected score for serial
clustering can also be calculated. For the CVLT or CVLT–II,
an expected score for a single trial can be calculated by
using the following formula (see Appendix B for the gen-
eral formula and mathematical proof ):

EXPser 5 ~r21!/NL (7)

where, as before, r is the number or words recalled on a
given trial and NL is the number of words on the list. For the
CVLT and CVLT–II, NL is 16. Note that the maximum ex-
pected value (when 16 words are recalled so that r516) is
less than 1 (EXPser515016). This is because serial cluster-
ing would not be very likely to occur by chance, even if an
individual were to randomly recall the entire word list.

A serial LBC index can be calculated by subtracting the
expected value generated by Equation 7 from the number of
observed serial clusters (as in Equation 6).

LBCser 5 OBSser2 EXPser (8)

EVALUATING THE
CLUSTERING INDICES

At a minimum, a chance-corrected clustering index should
meet two criteria: (1) When clustering is random, the index
should yield a constant value indicating that no clustering
has occurred above that expected by chance, regardless of
the total number of words recalled; and (2) the index should
provide meaningful scores that reflect degree of organiza-
tion when clustering is not random. We evaluate the origi-
nal CVLT clustering indices in terms of these criteria using
Monte Carlo simulations to study random clustering and
hypothetical examples to study each index’s measurement
characteristics when gauging non-random organization.

The Original CVLT Semantic
Clustering Index

First criterion

In order to test the CVLT semantic clustering index’s sen-
sitivity to variations in total recall when clustering was ran-
dom, we programmed a recall simulation that randomly
sampled without replacement from the CVLT’s word list.
Scoring of semantic and serial clustering in the simulation
was crosschecked for accuracy with the CVLT’s computer-
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ized scoring program3 (Fridlund & Delis, 1987). As Fig-
ure 1 indicates, the resulting simulation average was a CVLT
semantic clustering index of 1.0. Thus, mean semantic clus-
tering was independent of recall total, indicating that the
original CVLT’s semantic clustering index does adjust for
variation in total recall when clustering is random.

Second criterion

Although the original CVLT’s semantic clustering index
adequately adjusts expected clustering for variation in total
recall when clustering is random, the index is difficult to
interpret when nonrandom clustering occurs. We will illus-
trate this point by using several possible examples of free
recall from the CVLT’s word list. Referring back to Table 1,
Examples 1 through 8 illustrate that the original CVLT se-
mantic clustering index had a superordinate preference; it
favored the number of categories recalled over the number
of words recalled in each category. Comparing Examples 1
and 2 in Table 1, note that the same number of words was
recalled. Because all four words are from the same category
in Example 2, there are no other possible category combi-
nations in which those four words can be recalled (remem-
ber, the words recalled represent the baseline), hence the
semantic ratio is 1. Recall that a semantic clustering value
of one is also expected from random clustering. Yet from
the perspective from the list to be learned, it is unlikely that
four consecutively recalled words from the same semantic
category would have been recalled by chance ( p; .002 for
the CVLT list).

Examples 3 and 4 and Examples 5 and 6 in Table 1 show
that the superordinate preference is not specific to recalling
four words from one category. Even when more words are
recalled, the semantic clustering ratio still awards higher
scores to recall patterns containing smaller, yet more nu-
merous category clusters. Examples 7 and 8 illustrate that
the original CVLT semantic cluster ratio demonstrates a
bias towards smaller and more numerous clusters when ad-
ditional words are recalled that do not belong to the catego-
ries that were clustered.

Examples 1 (a, a, b, b) and 3 (a, a, a, a, b, b, b, b) in Table 1
highlight a core feature of recall-based expectancy mea-
sures. Because only two categories are recalled in both of
these examples, the original CVLT’s semantic clustering
index awards the same score. However, if a clustering in-
dex is intended to measure the relationship between recall
and organization, then the index should increase as clus-
tered recall increases.

Another problem with the original CVLT semantic clus-
tering measure is the use of a ratio index to correct for

chance performance. When the observed amount of cluster-
ing does not equal zero, the clustering ratio is interpreted as
the extent to which the amount of observed clustering dif-
fered from the amount of expected clustering (assuming
that the measures of clustering are valid). However, when
the amount of observed clustering does equal zero, the ratio
can no longer be interpreted as a measure of the extent of
clustering because the expected value no longer affects the
ratio. If a subject’s observed clustering score was zero, then
the semantic clustering ratio would equal zero regardless of
how much semantic clustering would be expected by chance.
Hence, when the observed value equals zero, the clustering
index can be interpreted only as indicating that no observed
clustering was found. Yet, the extent to which the subject
recalled fewer clusters than expected by chance might be
clinically informative (for example, it may indicate that
some other organizational strategy is being utilized).

Comparing the CVLT index with ARC across the first six
examples in Table 1 highlights a final issue with the origi-
nal CVLT clustering index. As can be seen in the recall in
Table 1 (with the exception of Example 2, where ARC is
undefined), ARC awards a maximum clustering score when
a maximum amount of organization within the set of re-
called words has occurred. In contrast to the ARC scores,
the original CVLT’s semantic clustering ratio less consis-
tently determined that these examples were maximially or-
ganized. Even within the framework of recall-based indices,
the original CVLT semantic clustering index does not con-
sistently identify maximum clustering.

The List-Based Semantic Clustering Index

As described above, the semantic list-based clustering in-
dex (LBCsem) uses the target word list as a baseline for
calculating chance expected values. As Table 3 shows, the
number of chance clusters predicted from the list-based ex-

3This process revealed an error in the CVLT’s computerized scoring
program (Fridlund & Delis, 1987). During the first five trials of List A,
whenever the word “slacks” is followed by at least one error (either an
intrusion, repetition, or some combination) and then the word “drill,” the
program will incorrectly score this as serial clustering. If an error does not
occur between “slacks” and “drill,” then the program correctly does not
score the pair as a serial cluster.

Fig. 1. Serial and semantic clustering indices calculated from sim-
ulations of random recall.
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pectancy formula (Equation 5) is nearly identical to the
number of clusters observed in our Monte Carlo simulation
of random recall, regardless of the number of words re-
called. Thus when recall is random, the expected LBCsem is
zero and is independent of the number of words recalled.
Table 1 illustrates the properties of LBCsem and compares
this index with the original CVLT semantic clustering ratio.
As demonstrated in Table 1, LBCsem is designed to increase
as both recall and clustering increase. While the original
CVLT’s Semantic Ratio awards the maximum clustering
score for Examples 4 and 6 in Table 1, LBCsem awards
higher scores as the number of observed clusters increase
beyond what would be expected by chance. Furthermore,
LBCsem awards more points for longer clusters of fewer
categories, while the CVLT’s semantic clustering index re-
wards more points for smaller clusters of more numerous
categories (compare the CVLT Ratio with LBCsem scores in
Examples 1 and 2 and in Examples 3 and 4 in Table 1).
LBCsem awards more points for longer clusters of the same
category because when randomly sampling from the word
list, longer clusters of the same category would be less
likely to occur by chance than smaller strings of different
categories.

Rational Comparison of LBCsem to ARC
and to the Original CVLT Semantic
Clustering Index

ARC does not show the same superordinate preference that
the original CVLT does, and may be considered an alterna-
tive to the original CVLT index. Schmidt (1997) has dem-
onstrated that ARC yields a consistent value of zero with
random clustering across different recall totals. As Table 1
indicates, ARC assigns similar values whenever increasing
organization is balanced by increases in total recall. In con-
trast, the co-occurrence of longer clusters and greater recall
invariably yields larger LBCsem values. Compare ARC and
LBCsem values for Examples 1 and 3 in Table 1.

Because list-based expectancy relies on a fixed baseline
represented by the category structure of the target list, the
maximum cluster value is fixed, and the number of words
recalled determines the number of clusters expected by
chance. As the same number of words was recalled in Ex-
amples 3 and 4, the expected chance cluster value was the
same. However, in Example 3 more clusters were recalled,
producing a higher LBCsem value. In contrast, because ARC
relies upon recall-based expectancy, expected values de-
pend upon the amount of organization that is possible given
the categories and number of words that were recalled. From
the ARC perspective, the expected number of clusters based
on chance is greater in Example 3 than in Example 4; the
differences in expected chance clusters balances the differ-
ences in the number of observed clusters.

Several researchers have justified using ARC as opposed
to other possible indices based on the results of Monte Carlo
simulations where non-zero levels of clustering are crossed
with different levels of recall (Murphy 1979; Schmidt, 1997).

In these simulations, where clustering and recall levels are
independently manipulated, ARC typically demonstrates the
least amount of variance due to recall, while accurately
mirroring differences in organizational level (see Murphy,
1979 for more details). Note, however, that these simula-
tions make the same assumption that recall-based indices
make: that increases in recall are not related to increases in
organization. Given that this assumption is built into these
simulations, and also into ARC, it is not surprising that
ARC performs so well in these simulations. However, be-
cause the simulations independently manipulate recall and
clustering, they fail to reflect memory-processing theories
that assume that recall is related to clustering, and thus they
are not adequate tests of list-based clustering indices.

In sum, ARC is a desirable measure of the amount of
clustering given the number of words and categories re-
called. However, if the aim of a clustering index is to mea-
sure the extent to which individuals use category organization
to learn and retrieve a structured list, the co-occurrence of
increasing semantic clustering and greater total recall should
progressively move the index closer to maximum cluster-
ing. Based on this criterion, LBCsem is the preferred measure.

Empirical Comparison of LBCsem to
ARC and to the CVLT’s Original
Semantic Clustering Index

To obtain preliminary information about the performance
of the original semantic clustering index, LBCsem, and ARC,
we compared a group of ten patients with frontal lobe lesions
with 10 healthy controls matched group-wise with the pa-
tients on age and education (age: patients: 64.4 6 13.77
years; controls: 67.566.0 years; education: patients: 14.06
2.36 years; controls: 14.76 2.4 years). Patients with single,
focal frontal lesions were identified from computed tomog-
raphy and magnetic resonance imaging scans by a neurol-
ogist. Patients with lesions extending significantly into
non-frontal regions were excluded. Detailed patient charac-
teristics can be found in Baldo et al. (2002). Averaging
across the five free recall trials, all three indices signifi-
cantly separated patients from controls, with the LBCsem

accounting for the largest amount of variance between the
two groups (Original CVLT Semantic Clustering Index:v25
.24, p5 .025; ARC v25 .23, p5 .027; and LBCsem, v25
.29, p 5 .017). Large sample studies are needed to deter-
mine whether the LBCsem is more sensitive to frontal lobe
lesions, in particular, and other brain dysfunction, in gen-
eral, than other clustering indices. However, these prelimi-
nary results hold out the promise that the LBCsem might be
more sensitive than recall based indices.

The Original CVLT Serial Clustering Index

As mentioned previously, the serial clustering index used
by the original CVLT is calculated using a prediction equa-
tion. However, this equation does not adequately adjust for
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variations in total recall when serial clustering is random.
As can be seen from Figure 1, the serial clustering index
varies with the number of words recalled when serial clus-
tering is random (this problem was also noted by Schmidt,
1997). Since no one serial clustering value marks random
clustering, the serial clustering index should not be inter-
preted as demonstrating the amount of serial clustering above
chance expectation. Figure 2 shows that the original CLVT
Serial Clustering Index fails to adjust for chance clustering
because the expected clustering value under-adjusts with
greater recall. Given that the ratio of observed clustering to
expected has different meanings for the CVLT Serial and
Semantic Clustering indices, direct comparisons between
amounts of serial clustering and amounts of semantic clus-
tering are difficult to interpret.

List-Based Serial Clustering Index

Table 2 compares LBC serial clustering index (LBCser) with
the original CVLT’s serial clustering index. As can be seen,
the CVLT’s serial clustering measure and LBCser are simi-
lar in that they award more points for an increased number
of observed serial clusters. However, LBCser is not influ-
enced by random recall. Table 3 demonstrates that the ex-
pected calculations for serial LBC based on Equation 7 are

within rounding error of our Monte Carlo simulation.4 As
noted above, expected values for the original CVLT’s serial
clustering index are not independent of number of words
recalled, even when recall is random (see Figure 1). In com-
parison with the original CVLT’s serial clustering scores,
LBCser scores can be more clearly interpreted as the amount
to which an individual’s serial clustering exceeds what would
be expected if that individual were randomly recalling words
from the CVLT list without replacement. Additionally, if
researchers are interested in the amount of bidirectional
serial clustering (where a recall string including words from
Position 2 then Position 1 would be counted as an observed
cluster), then the expected value can be calculated by mul-
tiplying equation 7 by 2.

CONCLUSIONS

To calculate an expected clustering value, the cluster space,
that is, the number of possible clustering outcomes, must be
clearly defined. Recall-based indices assume the number of
words and categories recalled define the cluster space. By
implication, any category clustering of words not recalled
is unimportant. For recall-based indices it is not possible to
determine how successfully an individual used clustering
to master the individual list. List-based measures assume
that the cluster space should be defined by the number of
words and categories present in the original list. Such indi-
ces directly measure the joint occurrence of clustering and
list mastery.

The measurement assumptions underlying recall-based
and list-based cluster indices have different implications
for theories relating organization to recall. The recall-based
assumption that only categories and words present in the
recall protocol are important to a clustering measure is
compatible with a strong all or none account of category
learning: The absence of a category in the recall data im-
plies that learning involving that category did not occur. As
mentioned in the historical section above, the assumptions

4Because smaller values were calculated, more precision was required
to match the serial clustering values than to match the semantic clustering
values. Consequently, a larger number of simulations was used to match
our expected formula with simulation data (100,000 instead of 10,000).

Fig. 2. Expected and observed serial clustering values calculated
from simulations of random recall (original CLVT Index).

Table 2. Comparing the original CVLT Serial Clustering Index with LBCser

Example Recall order
Words

recalled
Observed
clusters

Original CVLT
Serial Ratio LBCser

1 1, 2, 3, 4 4 3 16.32 2.81
2 1, 2, 5, 6 4 2 10.87 1.81
3 1, 2, 3, 4, 7, 10, 13, 14 8 3 8.45 2.56
4 1, 2, 3, 4, 5, 6, 7, 10, 12, 11, 14, 8, 13 14 6 10.75 5.19

Note. Numbers in the recall order column represent the serial position of a word on List A of the CVLT.
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of recall-based measures are also compatible with the view
that factors other than organization determine which words
are recalled, with organizational processes occurring after
list words are retrieved. However, the assumption that items
from multiple categories are recalled silently and then overtly
reported in a new and structured order is nearly impossible
to reconcile with the timing of recall of categorized word
lists (Wixted & Rohrer, 1994). Rather, people appear to use
category names as retrieval cues, switching from one to
another as recall progresses, but recalling words within a
category as they come to mind.

Contrary to recall-based indices of clustering, list-based
indices do not assume that only the words and categories
recalled are relevant to measurement of organization. List-
based indices are more compatible than recall-based indi-
ces with incremental theories of category learning. For list-
based measures, the incremental mastery of a list is reflected
in a graded increase of the list-based measure. Graded mea-
surement is possible because list structure serves as an ex-
ternal standard that the recall protocol approximates in
varying degrees.

As Shuell (1975) observed when considering the recall-
based0list-based distinction, there does not seem to be a
single best clustering measure. However, given the ques-
tion of interest to the authors of the CVLT (i.e., the relation-
ship between organization in encoding and recall), list-
based measurements are preferable because they allow for
the possibility of such a relationship. As a result, in the
CVLT–II the recall-based clustering measures have been
replaced with the list-based clustering measures that we
have described in this paper.

Because the choice of a clustering measure is intimately
tied to assumptions about memory processing, an alterna-

tive to using combinatorial indices to measure clustering,
such as ARC or LBC, is to develop a parametric model of
task performance where at least one parameter represents
the process of category clustering. Several memory theo-
rists have pursued this approach (Raaijmakers & Shiffrin,
1980; Riefer, 1982; Robertson, 1995). For models that use
a single parameter to represent clustering, investigators could
use the parameter value or some statistically desirable trans-
formation of the parameter to measure clustering. As Colle
(1972) observed, models that rely on multiple parameters
to account for clustering call into question the use of a
single summary index to measure clustering, as is the cur-
rent practice. Whether a parametric model uses one or sev-
eral parameters to account for clustering, such models
provide the integration of theory and measurement missing
in currently used combinatorial indices of category and se-
rial clustering. Further progress in the measurement of the
relationship between organization and recall is likely to de-
pend on the development of memory theories that can be
realized as parametric models.
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Appendix A

DERIVATION OF EXPECTED SEMANTIC
CLUSTERING FORMULA

As indicated earlier, Frender and Doubilet’s (1974) ex-
pected value formula is:

EXPsem for a given trial 5
@~r21!~m21!#

NL21
(4)

Where r 5 the number of correct words recalled on that
trial, m is the number of members of each semantic cat-
egory on the original list (category size is assumed to be
equal across categories), and NL5 the total number of words
on the original list.

To illustrate why this formula yields the expected num-
ber of semantic clusters, we first compute the probability
that the second item recalled falls into the same category as
the first (i.e., we compute the probability that the second
item yields a semantic cluster). After the first item has been

recalled, there are NL 2 1 remaining items that could be
recalled. Of these NL21 items, m21 of them fall into the
same category as the first recalled item. Thus, the probabil-
ity that a random responder’s second response will consist
of an item from the same category as the first is simply
~m 2 1)/~NL 2 1). For the CVLT, this would be (4 2 1)0
(162 1), or 105.

For a random responder, the probability of a cluster ap-
pearing in the second output position is exactly the same as
the probability of a cluster appearing in any other output
position (save for the first, of course). For example, imagine
a hypothetical response sequence consisting of a, a, b, c, d
in which a semantic cluster appears in output position 2.
The probability of obtaining an item from category a in the
first output position by random chance on the CVLT is 4
(the number of items from category a on the list) divided by
16 (the total number of items on the list). The probability of
obtaining an item from category a in the second output
position by random chance is 3 (the number of not-yet-

434 J.L. Stricker et al.



recalled items from category a on the list) divided by 15
(the total number of not-yet-recalled items on the list). Con-
tinuing in this way, the probability of obtaining the exact
output sequence a, a, b, c, d is (4016)(3015)(4014)(4013)
(4012)5 .001465. The probability that the a,a cluster would
instead have appeared in output position 3 (b, a, a, c, d) by
random chance is (4016)(4015)(3014)(4013)(4012) 5
.001465.

The same value is obtained for the probability of the a,a
cluster appearing in output positions 4 and 5, and the same
exercise can be repeated for any possible output sequence.
The critical point is that the probability of obtaining a clus-
ter in output position 2 by random chance is the same as the

probability of obtaining a cluster in any of the subsequent
output positions by random chance. As indicated above, the
probability of obtaining a cluster in position 2 by random
chance is ~m 2 1!/~NL 2 1). By induction, this is also the
probability of obtaining a cluster in all of the subsequent
output positions by random chance.

The expected number of clusters for a given recall pro-
tocol is simply the number of possible opportunities for a
cluster to be observed (which is nj 2 1) multiplied by the
probability of observing a cluster by random chance per
opportunity, which is ~m21!/~NL21). Thus, the expected
number of clusters for a random responder is given by the
formula supplied by Frender and Doubilet (1974).

Appendix B

DERIVATION OF EXPECTED SERIAL
CLUSTERING FORMULA

The logic underlying the serial clustering formula is much
like that of the semantic clustering formula given in Appen-
dix A. We first compute the probability of obtaining a serial
cluster in output position 2 and then rely on the fact that this
is also the probability of observing a serial cluster in all
subsequent output positions in order to derive an expected
value.

The probability of observing a serial cluster in output
position 2 depends on whether the item recalled in position
1 was the last item on the list or not. If the item recalled in
output position 1 was the last item on the list, there is no
chance of observing a serial cluster in output position 2.
Thus, the probability of observing a serial cluster in posi-
tion 2 is the probability that the first item recalled was not
the last item in the list, which is ~NL 2 1)/NL, times the
probability that the second item recalled is the one that
followed the first in the original list. That probability is 1
(the number of candidate items) divided by NL 2 1 (the
number of not-yet-recalled items). Thus, the probability of
obtaining a serial cluster in output position 2 is ~NL 2 1)/
NL3 1/~NL2 1), which is simply 1/NL.

The probability of obtaining a serial cluster in output
position 2 by random chance is the same as the probability
of obtaining a serial cluster in the subsequent output posi-
tions by random chance. For example, consider the output
sequence 10, 11, 4, 16, 9, which contains a serial cluster in
output position 2. Assuming sampling without replace-
ment, the probability of obtaining this exact sequence by
random chance is (1016)(1015)(1014)(1013)(1012), which
is exactly the same as the probability of observing the out-
put sequence 4, 10, 11, 16, 9 (serial cluster in output position
3) by random chance. Indeed, the probability is the same no
matter where the serial cluster 10, 11 appears in the output
sequence. The same kind of reasoning applies to any exam-
ple. Thus, again by induction, one can conclude that the
probability of observing a serial cluster by random chance
in output position 2 is the same as the probability of observ-
ing a serial cluster in the subsequent output positions as well.

The expected number of serial clusters is simply the num-
ber of possible opportunities for a cluster to be observed
(which is nj21) multiplied by the probability of observing
a cluster by random chance per opportunity, which is 1/N.
Thus, a slight modification of the formula supplied by Fren-
der and Doubilet (1974) allows for serial clustering to be
measured in a similar manner to semantic clustering.
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